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Abstract—ASTRA is system for reasoning in assumption-
based argumentation (ABA) that exploits tree-decompositions.
The solver takes an ABA framework as input, and uses dynamic-
programming (DP) algorithms for reasoning. This is achieved
through the D-FLAT framework, which allows for declaratively
specifying DP algorithms in answer set programming (ASP). The
DP algorithms operate on a tree decomposition of a given ABA
framework.

I. INTRODUCTION

In this system description we present ASTRA, a solver
submission to the assumption-based argumentation (ABA) [1]
track of the fifth International Competition on Computa-
tional Models of Argumentation (ICCMA), which follows
successful previous editions [2]-[5]. The solver utilizes tree-
decompositions and tree-width [6] to perform reasoning in
ABA frameworks.

Informally, tree-width is a notion on graphs, which can
be interpreted as measuring “closeness” of graphs to a tree.
Tree-width can be formalized using the concept of tree-
decompositions, which decompose a given graph into a tree-
decomposition. Optimal tree-decompositions then give the
tree-width of a given graph. In addition, tree-decompositions
are utilized as a datastructure for dynamic programming algo-
rithms to operate on. In this approach, for a given problem
that can be represented on graphs, a tree-decomposition is
constructed, following a (often bottom-up) computation on the
tree-decomposition.

Our solver makes use of the recent D-FLAT framework [7]-
[9] that enables specification of dynamic programming al-
gorithms on tree-decompositions in answer set program-
ming (ASP) [10], [11]. D-FLAT internally constructs a tree-
decomposition of the given instance, using the htd library [12],
and performs the dynamic programming algorithm as specified
in ASP.

II. BACKGROUND

We briefly recap ABA frameworks and credulous and skep-
tical reasoning in ABA. For a detailed overview, see, e.g., the
chapter by [13]. As specified in the competition, we consider
the logic programming fragment of ABA [1].

An ABA framework consists of a set of atoms L, a set of
assumptions A C L, a set of rules of the form h < by,...,b,
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Fig. 1. System architecture of ASTRA

with b; € £ and h € L\ A, and a contrary function assigning
assumptions a € A a contrary a = x € L.

A subset of the assumptions A C A attacks an assumption
a € A if one can derive @ using the rules in R, starting from
A. A subset of the assumptions is conflict-free if the set does
not attack itself. A subset of assumptions A defends another
set of assumptions B if whenever a set of assumptions C
attacks B, we find that A attacks C.

We define a conflict-free set of assumptions to be admissible
if the set defends itself. If, additionally, every assumption set
defended is included, the set is called a complete assumption
set. A conflict-free assumption set is stable if every assump-
tion {a} C A is attacked by the set (i.e., every singleton
assumption set outside is attacked).

An atom is credulously accepted under a semantics, such
as admissibility, if the atom is derivable from at least one as-
sumptions set of the semantics. Dually, an atom is skeptically
accepted if the atom is derivable from every assumption set
under the semantics.

III. SYSTEM ARCHITECTURE

We briefly describe the architecture of our solver, which
also can be seen in Figure 1.

The solver accepts as input an ABA framework, a query,
and a semantics, in the input specified by the ICCMA 2023
competition. Our solver contains ASP encodings describing
how to solve the ABA reasoning task on tree-decompositions.
The underlying graph structure of an ABA instance is given as
follows: the vertices are composed of the atoms £ and rules
R and an atom is connected to a rule whenever the atom
occurs in the rule (head or body). Two atoms are connected
if one is the contrary of the other. The ASP encodings then
specify what D-FLAT has to compute in each bag of the tree-
decomposition. The query is added into the problem instance
by our solver.



Subsequently, the dynamic programming algorithm is exe-
cuted by D-FLAT, according to our ASP specification. Based
on the output of D-FLAT, our solver computes the answer to
the posed query.

IV. SUPPORTED REASONING TASKS

The solver ASTRA supports the following ABA reasoning
tasks:

e DC-CO, DC-ST: credulous acceptance under complete
and stable semantics, and

« DC-CO, DC-ST: skeptical acceptance under complete and
stable semantics, and

e SE-CO, SE-ST: return of one acceptable set under com-
plete and stable semantics.

V. CONCLUSIONS

In this system description we presented our solver AS-
TRA, an entry to the fifth ICCMA competition for the ABA
track. Our solver is based on dynamic programming on tree-
decomposition of the input ABA framework, where we utilize
the recent D-FLAT framework for declaratively specifying the
dynamic programming algorithm in ASP.
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